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Errata (Updated 12/4/2007)

In equation (1.27) the limit of the summation should be ¢ and not n:
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The parameters of the BCH codes in problems 8 and 9 need to be exchanged. Namely, (15,7, 5)
for problem 8 and (15, 5, 7) for problem 9, as follows:

8. Show that the (0,2)-order EG code of length 15isabinary BCH (15,7, 5) code.
9. Show that the (1,1)-order EG code of length 15 isabinary BCH (15, 5, 7) code.

In problem 14, part (a), the problem is number 6 (not 2).

In Equation (4.7), the argument of z(x) the exponent is negative. (The inverse of the position, eqg.
(10.14) of Berlekamp (1984)): _ _
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In problem 4 and 5, the primitive polynomias are p(z) = 22 + x + land p(z) = 2° + 22 + 1,
respectively.

In problem 8, the freedistanceis 3. For problem 9, use the most significant term of the polynomial
in (5.20). This values of thisterm are {3x%, 4225, 922} for rates {2/3,3/4,5/6}, respectively.
(Appendices A and C of (Lee 1997)).

In problem 9 use a“|u|v + w|” construction (and not construction X), with ,v and w denoting
codewordsin Cy, Ce and C'5 respectively.

Figure 7.11 is not correct and needs to be modified as do the soft outputs (one per information
bit, excluding the tail bits) which should be; +18,+14,-4,-2. The correct figure is shown below.



Transmitted -1,-1 +1,-1 +1,-1 +1,+1 -1,+1 -1,-1

Received -4,-1 -1,-3 +2,-3 +3,+3 -3,+3 +3,+1
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The subindex of v in (7.25) is¢ + 1 and its argument (m, m '), asin (7) of Bahl et a. (1974):

= Zﬁiﬂ( Z%(i)l (m,m’)
-

Assume that Ny = 10 in problem 9. In problem 10, by zero-tail it is meant that all trellis paths
terminate at the all-zero state.

In problem 2, you may approximate the LLR value of a parity-check bit as ”the negative of the
product of the signs times the minimum amplitude (reliability)” similar to (12) of (Hagenauer et
al. 1996).
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Thefunctionin questionis G(z) = log (F(z)) and not F'(x). Provethat G(G(z)) = «.

The values in Flgure 9.12 should be the squared Euclidean distances: a = 4, b = 0.586, ¢ = 2
andd = 3.414.



